


Computational structures in Hilbert space

Which fundamental 
computational structures 
exist in Hilbert space?

Two criteria:

• Must specify a classical input structure, a classical output

structure, and a function computed.

• Must be genuinely quantum.
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Contextuality, Cohomology & Computation

   Quantum
Computation

ContextualityCohomology

What happens if we combine
           those two links?

Abramsky et al.

Howard et al.

Anders & Browne



Results

� Introduce a cohomological framework for MBQC, based

on the notion of a phase function.

The phase function Φ has the following properties:

→ It is a 1-chain in group cohomology.

→ Contains the output function.

→ dΦ 6= 0 is a witness for contextuality.

• For any G-MBQC, there is a non-contextuality inequality

which bounds the cost of classical function evaluation.

• G-MBQCs classifiable by group cohomology: H2(G,N).



Outline

1. Review: Contextuality and measurement-based quantum

computation (MBQC)

2. Cohomological formulation of MBQC

3. Ramifications of cohomology: contextuality/computation

4. Summary & open questions



Contextuality and MBQC

• Review: Contextuality and MBQC

• G-MBQC



Quantum computation by measurement

CNOT gate

                   circuit time

local rotation

• Information written onto a cluster state, processed and

read out by one-qubit measurements only.

• The resulting computational scheme is universal.

R. Raussendorf and H.-J. Briegel, PRL 86, 5188 (2001).



Contextuality of QM

What is a non-contextual hidden-variable model?

A  measured     output  λA

C  measured     output  λC

B  measured     output  λB

Ψ

quantum mechanics hidden-variable model

Noncontextuality: Given observables A,B,C: [A,B] = [A,C] = 0:
λA is independent of whether A is measured jointly with B or C.

Theorem [Kochen, Specker]: For dim(H) ≥ 3, quantum-mechanics
cannont be reproduced by a non-contextual hidden-variable model.



Simplest example: Mermin’s star

λ(XXX) λ(XYY) λ(YXY) λ(YYX)

λ(X )1 λ(Y )1

λ(X )3

λ(Y )3

λ(Y )2 λ(X )2

Is there a consistent value

assignment λ(·) = ±1 for

all observables in the star?

• No consistent non-contextual value assignment λ exists.

Any attempt to assign values leads to an algebraic contradiction.

N.D. Mermin, RMP 1992.



Simplest example: Mermin’s star

λ(XXX) λ(XYY) λ(YXY) λ(YYX)

λ(X )1 λ(Y )1

λ(X )3

λ(Y )3

λ(Y )2 λ(X )2

GHZ-state

Mermin’s star has a state-

dependent version, invok-

ing a GHZ-state.

• Still no consistent value assignment λ for the remaining local

observables.

N.D. Mermin, RMP 1992.



Mermin’s star computes

λ(XXX) λ(XYY) λ(YXY) λ(YYX)

    X 1     Y 1

   X 3

   Y 3

    Y2     X2

GHZ-state

C
00C 11

C 01

C
10

input i,j

output
o=i OR j • Measurement contexts are

assigned input values.

• Classical pre- and post-

processing is mod 2 linear.

• Outputted OR-gate is

non-linear.

• Extremely limited classical control computer is boosted to
classical universality.

J. Anders and D. Browne, PRL 2009.



G-MBQC

λ(T(e)) λ(T(h)) λ(T(g)) λ(T(gh))

resource state

C(e)C(gh)

C(
h)

C(g)

output

measurable 
observables: O

inferred
outcomes

h g

+

reference 
context

• All observables T ∈ Ω+

have eigenvalues ±1 only.

• Input values are elements

of a group G.

• Outputted function is:

o : G −→ Z2

Measurement context C(g), given the input g ∈ G:

C(g) = {u(g)Tau(g)†, Ta ∈ C(e)}.



Why this generalization?

• Some constraint on input set is required.

Otherwise: Can put enormous computational power into the
relation between input values and measurement contexts.

• G-MBQC contains standard MBQC as a special case.

Mind the specialization:

• Present analysis for temporally flat MBQCs only.

This setting we call G-MBQC



G-MBQC and the phase function

(a) The phase function Φ

(b) Physical and computational ramifications



The phase function Φ

Recall the observables of interest:

• Measurable observables Ta ∈ O+

• Inferable observables T (g), g ∈ G
→ All of those: Ω+ = {Ta, a ∈ A}.
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All admissible resource states ρ satisfy a symmetry condition:

〈Tga〉ρ = (−1)Φg(a)〈Ta〉ρ, ∀a ∈ A. (1)

Therein, Tga := gTag†, and Φ is the phase function.



The phase function Φ
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All admissible resource states ρ satisfy a symmetry condition:

〈Tga〉ρ = (−1)Φg(a)〈Ta〉ρ, ∀a ∈ A.

Therein, Tga := gTag†, and Φ is the phase function.

• Check the GHZ case!

• The invariance condition Eq. (1) is satisfied for all G-MBQCs

on stabilizer states which have uniform success probability.



The phase function Φ XXX YYX
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The phase function Φ is a 1-chain in group cohomology,

Φ : G −→ V.

V : module of consistent flips of observables

Ta −→ (−1)v(a)Ta, v ∈ V

that preserve all product relations among commuting observ-

ables.

Linearity of Φ: For all Ta, Tb, Tc with [Ta, Tb] = 0 and Tc = ±TaTb it holds that

Φg(c) = Φg(a) + Φg(b) mod 2, ∀g ∈ G.



Ramifications of the cohomological
framework

(a) Phase function and computation

(b) Cohomology and contextuality

(c) Contextuality and speedup



Phase function and computation

λ(T(e)) λ(T(g))

C(e)C(g)
output

measurable 
observables: O

inferred
outcomes

g

+
be

gbe

• Consider output observables Tg be = T (g).

• Deterministic case (for simplicity): 〈Tgbe〉ρ = (−1)o(g)

Recall the symmetry condition: 〈Tga〉ρ = (−1)Φg(a)〈Ta〉ρ, ∀a ∈ A.

Hence, the output function o : G −→ Z2 is

o(g) = Φg(be) + o(e) . (2)

Phase function specifies output up to additive constant 1



Cohomology and contextuality

Which phase functions are compatible with non-contextual hid-

den variable models (ncHVMs)?

Proposition 1. For any G-MBQC M, if for all phase functions

Φ satisfying the output relation o(g) = Φg(be) + c it holds that

dΦ 6≡ 0, then M is contextual.



The group compatibility condition

Recall: 〈Tga〉ρ = (−1)Φg(a)〈Ta〉ρ, ∀a ∈ A .

Multiplication is compatible: 〈Tgha〉ρ = 〈T(gh)a〉ρ = 〈Tg(ha)〉ρ

This implies:

(−1)Φgh(a)〈Ta〉ρ = (−1)Φh(a)+Φg(ha)〈Ta〉ρ,
which can be satisfied in two ways. Either

〈Ta〉ρ = 0, or

Φh(a) + Φg(ha)−Φgh(a) mod 2 = 0 . (3)

Eq. (3) is the group compatibility condition. May be written as

(dΦ)g,h(a) = 0.



Cohomology and contextuality

Proposition 1. For any G-MBQC M, if for all phase functions

Φ satisfying the output relation o(g) = Φg(be) + c it holds that

dΦ 6≡ 0, then M is contextual.

Proof: ∃ ncHVM =⇒ ∃ consistent value assignment s

Define a phase function Φ(s) via Φ(s)
g (a) := s(ga)− s(a) mod 2.

Φ(s) satisfies the output relation o(g) = Φg(be) + c, & dΦ ≡ 0. �

The phase function contains a witness of quantumness 2



Symmetry-based contextuality proof for M’s star

Recall: X1X2X3|Ψ〉 = −X1Y2Y3|Ψ〉 = −Y1X2Y3|Ψ〉 = −Y1Y2X3|Ψ〉 = |Ψ〉.

Consider: G 3 g which transforms X1 ↔ Y1, X2 ↔ Y3, X3 	, Y3 	.

With the above eigenvalue equations we then have

Φg(aXXX) = 1, Φg(aY XY ) = 0.

By linearity of Φg on commuting observables (definition of V ),

Φg(aXXX) = Φg(aX1
) + Φg(aX2

) + Φg(aX3
),

Φg(aY XY ) = Φg(aY1
) + Φg(aX2

) + Φg(aY3
),

where addition is mod 2. Adding those and using the former equation,

1 = Φg(aX1
) + Φg(aX3

) + Φg(aY1
) + Φg(aY3

).

The r.h.s. can be rewritten as a sum of coboundaries

1 = (dΦ)g10,g01(aX1
) + (dΦ)g01,g10(aX1

) + (dΦ)g01,g01(aX3
),

with g01, g10 ∈ G.

Hence, dΦ 6≡ 0. With Prop 1., the state dependent Mermin star is contextual.



Contextuality and speedup

Proposition 2. The classical computational cost Cclass of re-

ducing the evaluation a function o : G→ Z2 to the evaluation of

o′ : G −→ Z2 compatible with an ncHVM is bounded by the max-

imum violation ∆(o)max of a logical non-contextuality inequality

Cclass ≤∆(o)max.

Remark: The trivial function o′ can be computed by the CC without any

quantum resources, with memory of size |O+|.

Speedup requires significant room ∆(o) for violation of the logical

contextuality inequality.



Summary

The following holds for all temporally flat G-MBQCs:

• The phase function is a 1-cochain in group cohomology.

It describes what’s being computed, and provides a witness

for quantumness.

• For each G-MBQC exists a non-contextuality inequality that

upper-bounds the hardness of classical function evaluation.

• G-MBQCs classifiable by group cohomology: H2(G,N).

arXiv:1602.04155



The next questions

• How do the above results extend to the temporally ordered

case?

• Group cohomology has entered MBQC in a different vein,

namely via “computational phases of matter”. Is there a

physical relation?

• Is there a quantum computational paradigm that relates to

contextuality in the same way as “quantum parallelism” re-

lates to superposition and interference?

arXiv:1602.04155



Additional material



Contextuality and speedup

The quantity

W(o)ρ :=
∑
g∈G(1 + (−1)o(g)〈T (g)〉ρ)/2

is a contextuality witnesses.

• Maximum QM value: max(W(o)) = |G|.

• Maximum HVM value: max(W(o)) = |G| −∆(o), with

∆(o) = mins∈S
(
wt(o⊕ os)

)
. (4)


