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The categorical compositional distributional model of natural language provides a conceptually moti-
vated procedure to compute the meaning of sentences, given grammatical structure and the meanings
of words. However, until recently it has lacked the crucial feature of lexical entailment. We propose
a graded measure of entailment, exploiting ideas from partial knowledge in quantum computation.

Our main theorem shows that entailment strength lifts compositionally to the sentence level, giv-
ing a lower bound on sentence entailment. We describe the essential properties of graded entailment
such as continuity, and provide a procedure for calculating entailment strength.

This is an abstract of the paper Graded Entailment for Compositional Distributional Semantics,
available at http://arxiv.org/abs/1601.04908

1 Introduction

Categorical compositional distributional models of meaning [4] provide techniques for constructing the
meaning of a sentence from its grammatical structure and the meanings of its parts. Until recently, these
models lacked the crucial feature of lexical entailment. Like [1]] we capture a notion of entailment by
using density matrices rather than vectors. Previous work used a discrete Boolean form of entailment.
We provide a graded measure quantifying the strength of the entailment that can model realistic linguistic
phenomena. We show that our approach applies to a wider range of sentence types than previous models,
and that it is robust to small perturbations in its inputs.

Density matrices have been used in other areas of distributional semantics such as by [5, [10] to
encode ambiguity. This work is partially based on the first author’s MSc thesis [2]].

2 Categorical Compositional Distributional Meaning

The grammatical structure of language can be modelled by Lambek’s pregroup grammars [6]]. In distri-
butional semantics, word meanings are described by finite real vectors, derived from text corpora using
word co-occurrence statistics [8, 19, [3]]. Both pregroups and the category FHilb, of finite dimensional real
Hilbert spaces, are monoidal categories with duals. This is the key insight exploited by categorical com-
position distributional models of natural language [4]. By functorially mapping grammatical reductions
into FHilb, language meaning can be derived from grammatical structure.

Our aim is to provide a satisfactory account of entailment in categorical composition distributional
semantics. There is no meaningful ordering on real vectors, so we must adjust our model. We exploit
Selinger’s CPM construction [11] to construct a new model CPM(FHilb) in which meanings are now
represented by density matrices rather than simple vectors. We use this extra flexibility to capture the
concept of hyponymy, where one word may be seen as an instance of another. For example, red is a
hyponym of colour. The hyponymy relation can be associated with a notion of logical entailment. Some
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entailment is crisp, for example: dog entails animal. However, we may also wish to permit entailments
of differing strengths. For example, the concept dog gives high support to the the concept pet, but does
not completely entail it: some dogs are working dogs. The hyponymy relation we describe here can
account for these phenomena. We should also be able to measure entailment strengths at the sentence
level. For example, we require that Cujo is a dog crisply entails Cujo is an animal, but that the state-
ment Cujo is a dog does not completely entail Cujo is a pet. Again, the relation we describe here will
successfully account for this behaviour at the sentence level.

3 Predicates and Entailment

We view positive operators as predicates and use a generalization of the Lowner order [7]] to give a notion
of entailment.
Definition 1 (k-hyponym). We say that A is a k-hyponym of B for a given value of k in the range (0, 1]
and write A <y B if:
0CB—kA

In general, we are interested in the maximal value kj,,,, for which k-hyponymy holds This is given
by:
Theorem 1. For positive self-adjoint matrices A, B such that supp(A) C supp(B) the maximum k such

that B—kA > 0 is given by 1/A where A is the maximum eigenvalue of B*A, A" is the Moore-Penrose
pseudo-inverse and supp(A) is the the support of A.

The notion of k-hyponymy is continuous. For A < B, a small perturbation to A gives a small change
in k.

Theorem 2. Given A < B and density operator p such that supp(p) C supp(B), then for any € > 0 we
can choose a 8 > 0 such that: A’ =A+8p — A’ X Band [k— k| < e.

4 Compositionality

Crucially, k-hyponymy °lifts’ to the sentence level in a very intuitive way, and we can infer entailment at
the sentence level from entailment at the word level, in a graded manner.

Theorem 3 (Generalised Sentence k-Hyponymy). Let @ and ¥ be two positive phrases of the same
length and grammatical structure, expressed in the same noun spaces N and sentence spaces S. Denote
the nouns and verbs of ®, by Ay,...,A, and in ¥ by B)...B,, with density matrices [A1],...,[A.]
and [Bi],...,[Bx] respectively. Suppose that [A;] <k, [Bi] for i € {1,...,n} and some k; € (0,1], and
that @ is the linear map induced by the grammatical structure of ® and V. Then:

(D) Rk, P(F)

50 ki -+ - ky provides a lower bound on the extent to which @ (®) entails ¢ (V)

We consider a concrete example. Suppose we have a noun space N with basis {|e;) };, and sentence
space S with basis {|x;)}; We consider the verbs nibble, scoff and the nouns cake, chocolate given by
pure states. The more general eat and sweets are given by:

[eat] = %([[nibble]] +[scoff]) and [sweets] = %(ﬂcake]] + [chocolate])
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Then [scoff] <1, [eat] and [cake] <, /, [sweets]. We consider the sentences s; = Mary scoffs cake and

Sy =

Mary eats sweets. The semantics of these sentences are:

[s1] = @([Mary] @ [scoffs] @ [cake]) and [s2] = @([Mary] & [eats] @ [sweets])

We will show that [s1] =y, [s2] where kI = J x 3 = ;. Expanding [s,] and subtracting % [s;] we obtain:

[s2] — %[[sl]] = @([Mary] ® [choc] @ [choc]) + @([Mary] ® [nibbles] @ [cake])
+ @([Mary] & [nibbles| & [choc]))

We can see that [s] — %[[sl]] is positive by positivity of the individual elements and the fact that positivity
is preserved under addition and tensor product. Therefore, [[s1] <y [s2], as required.

5

Conclusion

Integrating a logical framework with compositional distributional semantics is an important step in im-
proving this model of language. By moving to the setting of density matrices, we have described a graded
measure of entailment that may be used to describe the extent of entailment between two words repre-
sented within this enriched framework. This approach extends uniformly to provide entailment strengths
between phrases of any type. We have also shown how a lower bound on entailment strength of phrases
of the same structure can be calculated from their components.
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